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58Centro de Investigaciones Energéticas, Medioambientales y Tecnológicas (CIEMAT), Madrid, Spain77

59School of Physics and Astronomy, University of Southampton, Southampton, SO17 1BJ, UK78

60Computer Science and Mathematics Division, Oak Ridge National Laboratory, Oak Ridge, TN 3783179

61Max Planck Institute for Extraterrestrial Physics, Giessenbachstrasse, 85748 Garching, Germany80
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ABSTRACT82

We present cosmological constraints from the sample of Type Ia supernovae (SN Ia) discovered and83

measured during the full five years of the Dark Energy Survey (DES) Supernova Program. In contrast84

to most previous cosmological samples, in which supernovae are classified based on their spectra,85

we classify the DES supernovae using a machine learning algorithm applied to their light-curves in86

four photometric bands. Spectroscopic redshifts are acquired from a dedicated follow-up survey of87

the host galaxies of the SNe. After accounting for the likelihood of a SN being a SN Ia, we find88

1635 DES supernovae in the redshifts 0.10 < z < 1.13 that pass quality selection criteria and can89

be used to constrain cosmological parameters. This quintuples the number of high-quality z > 0.590

supernovae compared to the previous leading compilation of Pantheon+, and results in the tightest91

cosmological constraints achieved by any supernova data set to date. To derive cosmological constraints92

we combine the DES supernova data with a high-quality external low-redshift sample consisting of 19493

SNe Ia spanning 0.025 < z < 0.10. Using supernova data alone and including systematic uncertainties94

we find Ωm =0.352 ± 0.017 in a flat ΛCDM model, and (Ωm, w) =(0.264+0.074
−0.096,−0.80+0.14

−0.16) in a flat95

wCDM model. For a w0waCDM model, we find (Ωm, w0, wa) =(0.495+0.033
−0.043,−0.36+0.36

−0.30,−8.8+3.7
−4.5),96

consistent with a constant equation of state parameter to within ∼ 2σ. Including Planck Cosmic97

Microwave Background data, SDSS Baryon Acoustic Oscillation data, and DES 3× 2-point data gives98

(Ωm, w) =(0.321 ± 0.007,−0.941 ± 0.026). In all cases dark energy is consistent with a cosmological99

constant to within approximately 2σ. In our analysis, systematic errors on cosmological parameters are100

subdominant compared to statistical errors; these results thus pave the way for future photometrically101

classified supernova analyses such as those planned for the Vera C. Rubin Observatory’s Legacy Survey102

of Space and Time.103
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1. INTRODUCTION105

The standard cosmological model posits that the en-106

ergy density of the Universe is dominated by dark com-107

ponents that have not been detected in terrestrial exper-108

iments and thus do not appear in the standard model of109

particle physics. Known as cold dark matter and dark110

energy, their study represents an opportunity to deepen111

our understanding of fundamental physics.112

The Dark Energy Survey (DES) was conceived to113

characterize the properties of dark matter and dark en-114

ergy with unprecedented precision and accuracy through115

four primary observational probes (The Dark En-116

ergy Survey Collaboration 2005; Bernstein et al. 2012;117

Dark Energy Survey Collaboration 2016; Lahav et al.118

2020). One of these four probes is the Hubble dia-119

gram (redshift-distance relation) for Type Ia supernovae120

(SNe Ia), which constrains the history of the cosmic ex-121

pansion rate. To implement this probe, the DES SN122

survey was designed to provide the largest, most homo-123

geneous sample of high-redshift supernovae ever discov-124

ered. The two papers that first presented evidence for125

the accelerated expansion of the universe (Riess et al.126

1998; Perlmutter et al. 1999) used a total of 52 high-127

redshift supernovae with sparsely sampled light-curve128

measurements in one or two optical passbands. We129

present here the cosmological constraints using the full130

5-year DES SN dataset, consisting of well-sampled, pre-131

cisely calibrated light curves for 1635 new high-redshift132

supernovae observed in four bands g, r, i, z.133

For the last decade, SN Ia cosmology constraints134

have largely come from combining data from many sur-135

veys. The recent Pantheon+ analysis (Scolnic et al.136

2022; Brout et al. 2022a) combined three separate mid-137

z samples (0.1 < z < 1.0), 11 different low-z samples138

(z < 0.1), and four separate high-z samples (z > 1.0),139

each with different photometric systems and selection140

functions (Gilliland et al. 1999; Hicken et al. 2009; Riess141

et al. 2001, 2004, 2007; Sullivan et al. 2011; Hicken et al.142

2012; Suzuki et al. 2012; Ganeshalingam et al. 2013; Be-143

toule et al. 2014; Krisciunas et al. 2017; Foley et al. 2017;144

Riess et al. 2018; Sako et al. 2018; Brout et al. 2019b;145

Smith et al. 2020a). The DES sample, which rivals in146

number the entirety of Pantheon+, does not have the147

low-redshift (z < 0.1) coverage to completely remove148

the need for external low-z samples, but at higher red-149

shift enables us to replace a heterogeneous mix of sam-150

ples with a homogeneous sample of high quality, well-151

calibrated light-curves.152

One of the aims of the DES analysis was to mini-153

mize systematic (relative to statistical) errors to enable154

a robust analysis. Vincenzi & The Dark Energy Sur-155

vey (2024) shows that our error budget is dominated by156

statistical uncertainty, in contrast to most SN cosmol-157

ogy analyses of the last decade, for which the systematic158

uncertainties equalled or exceeded the statistical uncer-159

tainties (Betoule et al. 2014; Scolnic et al. 2018; Dark160

Energy Survey Collaboration 2019). We also highlight161

that the most critical sources of systematics are those re-162

lated to the lack of a homogeneous and well calibrated163

low-z sample.164

As the DES sample enables a SN Ia measurement of165

cosmological parameters that is largely independent of166

previous SN cosmology analyses, we have been careful167

to ‘blind’ our analysis. The analysis work described in168

Vincenzi & The Dark Energy Survey (2024), which stops169

just short of constraining cosmological parameters, was170

shared widely with the DES collaboration, evaluated,171

and approved before unblinding. Unblinding standards172

included multiple validation checks with simulations and173

full accounting and explanation of the error budget. No174

elements of the analysis were changed after unblinding.175

In this paper we review the analysis of the complete176

DES SN dataset (as detailed in many supporting papers;177

see Fig. 1) and present the cosmological results. An im-178

portant advance on most previous analyses is that we179

use a photometrically classified rather than spectroscop-180

ically classified sample, and implement advanced tech-181

niques to classify SN Ia and incorporate classification182

probabilities in the cosmological parameter estimation183

(Möller & de Boissière 2020; Qu et al. 2021; Kunz et al.184

2012; Hlozek et al. 2012). While this increases the com-185

plexity of the analysis, in this work and previous papers186

(Vincenzi et al. 2023; Möller et al. 2022) we show that187

the impact of contamination due to photometric misclas-188

sification is well below the statistical uncertainty on cos-189

mological parameters, and this constitutes one of the key190

results of our analysis. Combining our DES data with191

a low-redshift sample (see Sect. 2), we fit the Hubble192

diagram to test the standard cosmological model as well193

as multiple common extensions including spatial curva-194

ture, non-vacuum dark energy, and dark energy with an195

evolving equation of state parameter. In Camilleri et al.196

(in prep. 2024) we present fits to more exotic models.197

The structure of the paper is as follows. We begin in198

Sec. 2 by describing the dataset, its acquisition, reduc-199

tion, calibration, and light-curve fitting. We summarise200

the models we test in Sec. 3 before presenting the results201
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Data:
- Calibration (Burke et al. 2018, Brout et al. 2022, Rykoff et al. 2023)
- SN photometry (Brout et al. 2019, Sanchez et al. 2024)
- SN spectroscopy (Smith et al. 2020a)
- DCR and chrom (Lasker et al. 2018, Lee&Acevedo et al. 2023)
- Host galaxy redshifts and properties (Lidman et al. 2020, Carr et 
al. 2021, Wiseman et al.  2020/2021, Kelsey et al. 2023)

Simulations:
- Survey selection effects (Kessler et al. 2019, Vincenzi et al. 2020)
- SN Ia intrinsic and dust properties (Brout&Scolnic 2021, Popovic 
et al. 2021a/b, Wiseman et al. 2022) and rates (Wiseman et al. 2021) 
- Contamination (Vincenzi et al. 2020)

Analysis:
Pipeline and Overview (Hinton et al. 2020, Vincenzi et al. 2024)
- Light-curve fitting (Taylor et al. 2023)
- SN classification  (Möller & de Boissière 2020,  Qu et al. 2021,
  Vincenzi et al. 2021, Moller et al. 2022)
- “BEAMS” and bias corrections (Kessler et al. 2017) and unbinning
  the SN covariance matrix (Brout et al. 2020, Kessler et al. 2023)
- Effects of host galaxy mismatch (Qu et al. 2023)
- Cosmological contour validation (Armstrong et al. 2023)

Cosmological results: DES Collaboration 2024
Testing non-standard cosmological models (Camilleri et al. 2024)

DES-SN5YR analysis overview

Figure 1. Overview of the papers that fed into these cos-
mological results.

in Sec. 4; our discussion and conclusions follow in Sec. 5202

and Sec. 6. The details of our data release, which in-203

cludes the code needed to reproduce our results, appear204

in Sánchez (in prep. 2024).205

2. DATA AND ANALYSIS206

2.1. DES and Low-redshift SNe207

Our primary dataset is the full five years of DES SNe,208

which we combine with a historical set of nearby su-209

pernovae from CfA3 (Hicken et al. 2009), CfA4 (Hicken210

et al. 2012), CSP (Krisciunas et al. 2017, DR3) and the211

Foundation SN sample (Foley et al. 2017). We refer212

to the combined DES plus historical dataset as DES-213

SN5YR.214

The DES supernova program was carried out over five215

seasons, August to February from 2013–2018, during216

which we observed ten ∼ 3 deg2 fields with approxi-217

mately weekly cadence in four bands (g, r, i, z). Eight of218

the fields were observed to an r-magnitude of mr ≤ 23.5219

(shallow fields) and two to a deeper limit of mr ≤ 24.5220

(deep fields). See Smith et al. (2020a) for a summary221

of the supernova program and Diehl et al. (2016); ? for222

observational details.223

The DES SNe were discovered via difference imaging224

(Kessler et al. 2015) based on the method of Alard &225

Lupton (1998). DES images are calibrated following226

the Forward Global Calibration Method (FGCM; Burke227

et al. 2018; Sevilla-Noarbe et al. 2021; Rykoff 2023), and228

both DES and low-z samples are recalibrated as part229

of the SuperCal-Fragilistic cross calibration effort de-230

scribed in Brout et al. (2022b). SN fluxes are determined231

using scene modeling photometry (Brout et al. 2019b);232

we include corrections from spectral energy distribution233

variations (Lasker et al. 2019) and from differential chro-234

matic refraction and wavelength-dependent seeing (Lee235

& Acevedo et al. 2023). We estimate the overall ac-236

curacy of our calibrated photometry to be ≲ 5 mmag.237

Host galaxies are assigned following the directional light238

radius (DLR) method (Sullivan et al. 2006; Gupta et al.239

2016; Qu et al. 2023), and host galaxy properties are240

determined as described by Kelsey et al. (2023) based241

on Fioc & Rocca-Volmerange (1999) using deep coad-242

ded images by Wiseman et al. (2020). Host galaxy243

spectroscopic redshifts are obtained primarily within the244

OzDES programme (Yuan et al. 2015; Childress et al.245

2017; Lidman et al. 2020). The final data release of246

photometry of ∼ 20, 000 candidates, redshifts of hosts,247

and host galaxy properties is presented in Sánchez (in248

prep. 2024).249

We apply strict quality cuts to this sample of can-250

didates to select our final high-quality sample for the251

Hubble diagram. The same quality cuts were applied to252

both the low-z sample and the DES supernovae. As a253

first cut we require a spectroscopic redshift of the host254

galaxy, good light-curve coverage (at least two detec-255

tions with SNR> 5 in two different bands), and a well256

converged light curve fit using the SALT3 model (Ken-257

worthy et al. 2021; Taylor et al. 2023); this reduces the258

DES sample size to 3621. Additional requirements in-259

clude light curve parameters (stretch and colour) within260

normal range for SNe Ia, a well constrained time of peak261

brightness, good fit-probability, and valid distance-bias262

correction from our simulation (see Table 4 of Vincenzi263

& The Dark Energy Survey 2024, for more detail). Our264

final Hubble-diagram sample includes 1635 supernovae,265

of which 1499 have a machine-learning probability of266

being a Type Ia greater than 50% (see Sec. 2.2). Note267

that we do not perform a cut on this machine-learning268

probability, rather we use it in the BEAMS procedure269

that produces our Hubble diagram and to weight the270

SN distance uncertainties in the fits to the final Hub-271

ble diagram (Kessler et al. 2023). The set of all DES272

light-curves is visualised in Figure 2.273
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Figure 2. All DES light curves, showing observed magnitudes in g, r, i, and z bands (left to right respectively) normalised
by the maximum brightness of each light curve, and with the time-axis de-redshifted to the rest-frame. Each light curve has
been arbitrarily offset by their redshift, with higher-redshift objects higher on the plot (as labeled on vertical axis). Lines show
best-fit SALT3 light curve fits. The g-band and r-band light curves are not used above z ∼ 0.4 and z ∼ 0.85 respectively because
that corresponds to the redshifts at which the lower-wavelength limit of the SALT3 model (3500Å in the rest frame) passes out
of their observed wavelength ranges.

Since we focus on minimizing potential systematic er-274

rors, we only use the best-calibrated, most homogeneous275

sample of low-z SNe Ia. To reduce the impact of pe-276

culiar velocity uncertainties we cut out all SNe with277

z < 0.025. We furthermore combine only a subset of278

the available low-redshift samples: CfA3&4, CSP, and279

Foundation SNe, which are the four largest low-z sam-280

ples with well-understood photometric calibration. Our281

low-z sample thus totals 194 supernovae with z < 0.1;282

this can be compared to Pantheon+, for which the low-283

z sample was almost four times larger (741 supernovae284

at z < 0.1). We have thus exchanged the statistical285

constraining power of more low-z supernovae for better286

control of systematics. The redshift distribution of our287

sample compared to the compilation of historical sam-288

ples in Pantheon+ is shown in Fig. 3. To conclude, the289

final DES-SN5YR sample includes 1635 DES SNe and290

194 low-z external SNe, for a total of 1829 SNe.291

2.2. From light-curves to Hubble diagram292

A critical step in the cosmology analysis is to con-293

vert each supernova’s light curve (magnitude vs time in294

multiple bands; see examples in Fig. 2) to a single cali-295

brated number representing its standardised magnitude296

and estimated distance modulus.297
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(combines 17 SN surveys)

DES subset in DES-SN3YR

Low-z subset in DES-SN5YR

DES subset in DES-SN5YR

Figure 3. Histogram showing the redshift distribution of
the DES-SN5YR sample, with new DES SNe in blue and
our low-z sample in red. For comparison the distribution of
redshifts in the existing Pantheon+ sample is shown in grey
(Brout et al. 2022a), which also includes the DES SNe from
the DES-SN3YR analysis (blue dashed line). The five-year
DES sample contains ∼ 4× more supernovae above z ∼ 0.4
than the Pantheon+ compilation.

To achieve this, we use the SALT3 light curve fitting298

model as presented in Kenworthy et al. (2021); Taylor299

et al. (2023) and retrained in Vincenzi & The Dark En-300

ergy Survey (2024) to determine the light-curve fit pa-301

rameters, amplitude of the SN flux (x0), stretch (x1),302

and color (c). These fitted parameters are used to esti-303

mate the distance modulus, µ ≡ m−M , using an adap-304

tation of the Tripp equation (Tripp 1998) that includes a305

correction for observed correlations between SN Ia lumi-306

nosity and host properties, Ghost. This has historically307

been described as a ‘mass step’ but we also consider the308

possibility that it is a ‘color step’ (see Sec. 2.2 of Vin-309

cenzi & The Dark Energy Survey 2024), †310

µobs,i = mx,i+αx1,i−βci+ γGhost,i−M −µbias,i, (1)311

where mx = −2.5 log10(x0).
1 The constants α, β, and312

γ are global parameters determined from the likelihood313

analysis of all the SNe on the Hubble diagram, while the314

terms subscripted by i refer to parameters of individual315

SNe. We find α = 0.161 ± 0.001, β = 3.12 ± 0.03, and316

γ = 0.038 ± 0.007. We marginalise over the absolute317

magnitude M (see Sect. 3). The final term in Eq. 1318

accounts for selection effects and Malmquist bias.319

The nuisance parameters and µbias,i term in Eq. 1 are320

determined using the BBC framework (Kessler & Scol-321

nic 2017, ‘BEAMS with Bias Corrections’). In partic-322

ular, bias corrections µbias,i are estimated from a large323

simulation of our sample. The simulation models the324

1 Traditionally, the apparent B-band magnitude at peak, mB, was
used instead of the term mx. However, in the SALT2 and SALT3
models the light curve amplitude is parameterised by the ampli-

tude term x0 = 10−m′
B/2.5 plus an offset that makes m′

B close
to the magnitude in the B-band. This updated formalism was
introduced by Marriner et al. (2011).

rest-frame SN Ia spectral energy distribution (SED) at325

all phases, SN correlations with host-galaxy properties,326

SED reddening through an expanding universe, broad-327

band griz fluxes, and instrumental noise (see Fig. 1 in328

Kessler et al. 2019a). Using Eq. 1 there remains intrin-329

sic scatter of ∼ 0.1 mag in Hubble residuals. Following330

the numerous recent studies on understanding and mod-331

elling SN Ia dust extinction and progenitors (Wiseman332

et al. 2021, 2022; Duarte et al. 2022; Dixon et al. 2022;333

Chen et al. 2022; Meldorf et al. 2023), we model this334

residual scatter using the dust-based model from Brout335

& Scolnic (2021); Popovic et al. (2023a), which improves336

on the previous commonly used models (Guy et al. 2010;337

Chotard et al. 2011). This intrinsic scatter remains the338

largest source of systematic uncertainty from the simula-339

tion and it requires excellent control of sample selection340

effects (which are well modelled for DES but poorly un-341

derstood for the low-z sample).342

As we do not spectroscopically classify the SNe and343

thus expect contamination from core-collapse (CC) su-344

pernovae, we perform machine learning light-curve clas-345

sification on the sample following Vincenzi et al. (2023);346

Möller et al. (2022). We implement two advanced ma-347

chine learning classifiers, SuperNNova (Möller & de348

Boissière 2020) and SCONE (Qu et al. 2021) and use349

state-of-the-art simulations to model contamination (es-350

timated to be ∼ 6.5%, see Table 10 and Sect. 7.1.5351

of Vincenzi & The Dark Energy Survey 2024). Clas-352

sifiers are trained using core-collapse and peculiar SN Ia353

simulations based on Vincenzi et al. (2021) and using354

state-of-the-art SED templates by Vincenzi et al. (2019);355

Kessler et al. (2019b). These DES simulations are the356

first to robustly reproduce the contamination observed357

in the data (Vincenzi et al. 2021; Vincenzi & The Dark358

Energy Survey 2024, Table 10).359

For each SN, the trained classifiers assign a probability360

of being a Type Ia, and these probabilities are included361

within the BEAMS framework to marginalize over core-362

collapse contamination and produce the final Hubble Di-363

agram (Kunz et al. 2012; Hlozek et al. 2012). The final364

DES-SN5YR Hubble diagram is shown in Fig. 4 and365

includes 1829 SNe.366

As discussed in Kessler et al. (2023); Vincenzi & The367

Dark Energy Survey (2024), the probability that each368

supernova is a Type Ia (PIa) is incorporated in the369

BEAMS fit, so is taken into account in the bias correc-370

tion,2 and used to calculate a BEAMS probability, PB(Ia)371

(see Eq. 9 in Kessler et al. 2023). BEAMS probabili-372

2 Note that this means that one should not apply a cut on PIa

when fitting to our published Hubble diagram, because the bias
correction calculation includes that potential contamination.
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ties are used to inflate distance uncertainties of likely373

contaminants by a factor ∝ 1/
√
PB(Ia) (see Eq. 10 in374

Vincenzi & The Dark Energy Survey 2024). Therefore,375

the released Hubble diagram data includes the376

inflated distance uncertainties (see App. A), allow-377

ing users to fit the Hubble diagram directly without378

applying any additional weighting for the probability379

that each supernova is a Type Ia. We find 75 SNe with380

σµ,i,final > 1 mag once this weighting has been applied,381

and 1331 SNe with σµ,i,final < 0.2 mag.3382

Vincenzi & The Dark Energy Survey (2024) stops383

short of performing cosmological constraints but pro-384

vides the corrected distance moduli µ along with their385

uncertainties σµ, redshifts for each SN, and a statisti-386

cal+systematic covariance matrix C, which we describe387

further in Sec. 3.388

Armstrong et al. (2023) presents validation of the cos-389

mological contours produced by our pipeline. Validation390

that our analysis pipeline is insensitive to the cosmo-391

logical model assumed in our bias correction simulation392

appears in Camilleri et al. (in prep. 2024), who also test393

more exotic cosmological models.394

2.3. Unblinding criteria395

Throughout our analysis, cosmological parameters es-396

timated from real data were blinded. We validate our397

entire pipeline on detailed catalogue-level simulations398

and unblind the cosmological parameters estimated from399

simulations to test that the input cosmology is recov-400

ered. In addition to the many tests described in Vincenzi401

& The Dark Energy Survey (2024), the final unblinding402

criteria that our data passed were:403

• Accuracy of simulations: Reduced χ2 between404

the distribution of data and simulations across a405

variety of observables (redshift, SALT3 parame-406

ters and goodness of the fit, maximum signal-to-407

noise ratio at peak, host stellar mass) is required408

to be between 0.7 and 3.0 (see Vincenzi & The409

Dark Energy Survey 2024, Fig. 3-4).410

• Pipeline validation using DES simulations:411

Demonstrate that our pipeline recovers the in-412

put cosmology. We produce 25 data-size simu-413

lated samples (statistically independent) assuming414

a Flat-ΛCDM universe with best-fit Planck value415

3 Applying a binary classification-based cut (SN Ia or not) is not
optimal, as it assumes the classification is perfect. However, we
test the binary-cut-based approach by using only the 1499 SNe
classified with PIa > 0.5 and assuming they are a pure SN Ia sam-
ple, and we show that the measured shift in w is not significant
compared to the statistical uncertainties (Table 11 of Vincenzi &
The Dark Energy Survey 2024).

of ΩM and analyze them the same way as real416

data. We fit each Hubble diagram assuming a417

Flat-wCDM model with a Planck prior and find418

w − wtrue ≃ 0.001 ± 0.020, where w is the mean419

value of the marginalized posterior of the dark en-420

ergy equation of state parameter over the 25 sam-421

ples, and wtrue = −1 is the model value of that422

parameter input to the simulation.423

• Validation of contours: ensuring our uncer-424

tainty limits accurately represent the likelihood of425

the models (Armstrong et al. 2023).426

• Independence of reference cosmology: en-427

suring our results are sufficiently independent of428

cosmological assumptions that enter our bias cor-429

rection simulations (Camilleri et al. in prep. 2024).430

2.4. Combining SN with other cosmological probes431

We combine the DES-SN5YR cosmological constraints432

with measurements from other complementary cosmo-433

logical probes. In particular, we use:434

• Cosmic Microwave Background (CMB) measure-435

ments of the temperature and polarisation power436

spectra (TTTEEE) presented by the Planck Col-437

laboration (2020). We use the Python imple-438

mentation of Planck’s 2015 Plik lite (Prince &439

Dunkley 2019).440

• Weak lensing and galaxy clustering measurements441

from the DES3×2pt year-3 magnitude-limited442

(MagLim) lens sample (referred to as DES Y3443

3×2pt); 3×2-point refers to the simultaneous fit of444

three 2-point correlation functions, namely galaxy-445

galaxy, galaxy-lensing, and lensing-lensing corre-446

lations (Dark Energy Survey Collaboration 2022,447

2023).448

• Baryon acoustic oscillation (BAO) measurements449

as presented in the extended Baryon Oscillation450

Spectroscopic Survey paper (eBOSS; Dawson et al.451

2016; Alam et al. 2021), which adds the BAO re-452

sults from SDSS-IV (Blanton et al. 2017) to earlier453

SDSS BAO data. Specifically, we use ‘BAO’ to454

refer to the BAO-only measurements from MGS455

(Ross et al. 2015), BOSS (SDSS-III Alam et al.456

2017), eBOSS LRG (Bautista et al. 2021), eBOSS457

ELG (de Mattia et al. 2021), eBOSS QSO (Hou458

et al. 2021), and eBOSS Lya (du Mas des Bour-459

boux et al. 2020).460

When combining these data we do simultaneous461

MCMC fits of the relevant data vectors. We present462
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Figure 4. Hubble diagram of DES-SN5YR. We show both the single SN events and the redshift-binned SN distance moduli.
Redshift bins are adjusted so that each bin has the same number of SNe (∼ 50). The 1635 new DES supernovae are in blue, and
in the upper panel they are shaded by their probability of being a Type Ia. It is clear that most outliers are likely contaminants
(pale blue). The inset shows the number of SNe in the sample as a function of redshift (same z-range as the main plot). The
lower panel subtracts the best fit Flat-wCDM model from DES-SN5YR alone (third result in Table 2), and overplots three
other cosmological models — the best fit Flat-ΛCDM model from DES-SN5YR alone (magenta line, first result in Table 2),
the best fit Flat-w0waCDM model from DES-SN5YR alone (green line, fourth result in Table 2), and the best fit Planck 2020
Flat-ΛCDM model (dashed line, ΩPlanck

m =0.317± 0.008).

three combinations: the simplest CMB-dependent com-463

bination CMB+SN, a CMB-independent combination464

BAO+3×2pt+SN, and a combination of them all.465

3. MODELS AND THEORY466

We present cosmological results for the standard cos-467

mological model – flat space with cold dark matter and468

a cosmological constant (Flat-ΛCDM) – and some ba-469

sic extensions, such as relaxing the assumption of spatial470

flatness (ΛCDM), allowing for constant equation of state471

parameter (w) of dark energy (Flat-wCDM), and in-472

cluding a linear parameterisation for time-varying dark473

energy (Flat-w0waCDM) in which the equation of state474

parameter is given by w = w0+wa(1−a) (Chevallier &475

Polarski 2001; Linder 2003).476

To calculate the theoretical distance as a function of477

redshift we begin with the comoving distance,478

R0χ(z̄) =
c

H0

∫ z̄

0

dz

E(z)
, (2)479

where z̄ is the redshift due to the expansion of the480

Universe, E(z) ≡ H(z)/H0 is the normalized redshift-481

dependent expansion rate and is given for each cos-482

mological model by the expression in Table 1, R0 =483

c/(H0

√
|Ωk|) is the present day scale factor with di-484

mensions of distance, and the curvature term Ωk ≡485

1−Ωm−ΩΛ. The scale factor normalised to the present486

day is defined as a ≡ R/R0, and the scale factor at the487

time of emission for an object with cosmological redshift488

z̄ is a = 1/(1 + z̄). The luminosity distance is given by489

DL(zobs, z̄) = (1 + zobs)R0Sk(χ(z̄)), (3)490

where zobs is the observed redshift, and the curvature491

is captured by Sk(χ) = sinχ, χ, and sinhχ for closed492

(Ωk < 0), flat (Ωk = 0), and open (Ωk > 0) universes493

respectively.4494

4 When Ωk = 0 the term R0Sk(χ) becomes R0χ and can be cal-
culated directly from Eq. 2, bypassing the infinite R0.
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Cosmological Model Friedmann Equation: E(z) = H(z)/H0 = Fit Parameters Θ

Flat-ΛCDM
[
Ωm(1 + z)3 + (1− Ωm)

]1/2
Ωm

ΛCDM
[
Ωm(1 + z)3 +ΩΛ + (1− Ωm − ΩΛ)(1 + z)2

]1/2
Ωm,ΩΛ

Flat-wCDM
[
Ωm(1 + z)3 + (1− Ωm)(1 + z)3(1+w)

]1/2
Ωm, w

Flat-w0waCDM
[
Ωm(1 + z)3 + (1− Ωm)(1 + z)3(1+w0+wa)e−3waz/(1+z)

]1/2
Ωm, w0, wa

Table 1. Variations on the standard cosmological model that are tested in this paper, their Friedmann Equations, and the free
parameters in the fit.

To compare data (Eq. 1) to theory we calculate the495

theoretical distance modulus, which is dependent on the496

set of cosmological parameters we are interested in (Θ,497

given in the right column of Table 1),498

µ(z,Θ) = 5 log10(DL(z,Θ)/1 Mpc) + 25. (4)499

We then take the difference between data and theory500

for every ith supernova, ∆µi = µobs,i − µ(zi,Θ), and501

find the minimum of502

χ2 = ∆µiC−1
ij ∆µT

j , (5)503

where C−1 is the inverse covariance matrix (including504

both statistical and systematic errors) of the ∆µ vector505

(see Sec. 3.6 of Vincenzi & The Dark Energy Survey506

2024).507

The uncertainty covariance matrix includes a diago-508

nal statistical term (discussed Sec. 2.2) and a systematic509

term. The systematic covariance matrix is built follow-510

ing the approach in Conley et al. (2011) and accounts511

for systematics such as calibration, intrinsic scatter, and512

redshift corrections (see Table 6 of Vincenzi & The Dark513

Energy Survey 2024). Each element of the covariance514

matrix expresses the covariance between two of the SNe515

in the sample. The covariance matrix has dimensions516

of the number of supernovae NSNe × NSNe and we fol-517

low the formalism introduced by Brout et al. (2021) and518

Kessler et al. (2023).519

Finally, we highlight that the absolute magnitude of520

SNe Ia and H0 parameter (which appears in the lumi-521

nosity distance) are completely degenerate and there-522

fore combined in the single parameter M = M +523

5 log10(c/H0), and all our results are marginalised over524

this term. Therefore, the value of H0 has no impact on525

the fitting of our cosmological results, and we do not526

constrain H0. While M has no impact on cosmology527

fitting, a precise value is needed to simulate bias correc-528

tions. The M uncertainty is below 0.01, resulting in a529

negligible impact on bias corrections (Brout et al. 2022a;530

Camilleri et al. in prep. 2024).531
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Figure 5. Constraints on matter density in the Flat-
ΛCDM model from DES-SN5YR only (cyan), DES-SN5YR
combined with CMB constraints from Planck Collabo-
ration (2020) (blue), and DES-SN5YR combined with
BAO+DES3×2pt (orange), and all probes combined (DES-
SN5YR+BAO+DES3×2pt and CMB constraints, dark or-
ange). CMB constraints only and BAO+3×2pt constraints
alone are also shown for comparison (dashed and dotted-
dashed respectively).

4. RESULTS532

With the new DES high-redshift supernova sample533

we can put strong constraints on cosmological models.534

Of particular interest is whether dark energy is consis-535

tent with a cosmological constant or whether its density536

and/or equation of state parameter varies over the wide537

redshift range of our sample. The results of our cosmo-538

logical fits are outlined in this section and summarised539

in Table 2, and their implications are explored in Sec. 5.540

We estimate cosmological constraints using the Cos-541

moSIS framework (Zuntz et al. 2015) and the samplers542

emcee for best fits (Foreman-Mackey et al. 2013) and543
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PolyChord for tension metrics (Handley et al. 2015),5544

except for fits that include BAO+DES3×2pt, which545

are calculated using PolyChord for both best fit and546

tensions.6 For all fits we present the median of the547

marginalised posterior and cumulative 68.27% confi-548

dence intervals. The chains and code (with the flexi-549

bility to test other statistical choices) are available at550

https://github.com/des-science/DES-SN5YR. Figs. 5,551

6, 7 and 8 all present the joint probability contours for552

68.3% and 95.5%.553

4.1. Constraints on Cosmological Parameters554

4.1.1. Flat-ΛCDM555

For the simplest parameterization, Flat-ΛCDM, Ωm is556

the only free parameter. We show the probability den-557

sity function (PDF) of this constraint for DES-SN5YR558

in Figure 5; we measure a value of Ωm =0.352 ± 0.017.559

We also show the probability distribution of the Planck560

Collaboration (2020) measurement of ΩPlanck
m =0.317 ±561

0.008. These are approximately 2σ apart, but not in562

significant tension as discussed in Sec 4.2.563

Combining DES-SN5YR with Planck CMB564

gives Ωm =0.338+0.016
−0.014, while combining with565

BAO+DES3×2pt gives Ωm =0.330+0.011
−0.010. Combin-566

ing all three gives Ωm =0.315 ± 0.007. Interestingly,567

the combination of all data sets (dark orange in Fig. 5)568

gives a lower Ωm than any of the other combinations.569

The reason can be seen in Fig. 6, because the ‘X marks570

the spot’ point where all the contours cross the Flat571

Universe line is to the upper left of any contour alone.572

4.1.2. ΛCDM573

For ΛCDM, for DES-SN5YR we find574

(Ωm,ΩΛ)=(0.291+0.063
−0.065, 0.55 ± 0.17), consistent with575

a flat universe (Ωk=0.16± 0.16); see Fig. 6. Combining576

DES-SN5YR with BAO+DES3×2pt is also consistent577

with a flat Universe, with uncertainties on Ωk reduced578

to ∼ ±0.034, while the combination with Planck gives579

5 For each emcee fit we use a number of walkers that is at least twice
the number of parameters and ensure the number of samples in
the chain is greater than 50 times the autocorrelation function, τ
(Nsamples/τ > 50). For each PolyChord fit, we use a minimum of
60 live points, 30 repeats, and an evidence tolerance requirement
of 0.1. When combining with other datasets we run simultanous
MCMC chains including all relevant data vectors. Flat priors
that encapsulate at least the 99.7% confidence region were chosen
in each case.

6 The main advantage of emcee is it gives slightly more accurate
best fit χ2 than PolyChord. However, we decided the tiny im-
provement in accuracy was not worth the environmental impact
(Stevens et al. 2020) of the extra compute time (which was sub-
stantial for the many-dataset fits).
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Figure 6. Constraints for ΛCDM model (curvature al-
lowed) from the DES-SN5YR dataset only (cyan), from DES-
SN5YR combined with BAO and weak lensing measurements
(orange), and from DES-SN5YR combined with CMB mea-
surements (blue). For comparison, we also present cosmolog-
ical constraints from Planck Collaboration (2020) only (black
dashed). The chains combining all probes are almost con-
verged, but we are still running them a little longer.

Ωk =0.010 ± 0.005. The combination of all three gives580

Ωk =0.003+0.012
−0.013.581

4.1.3. Flat-wCDM582

For Flat-wCDM, for DES-SN5YR we measure583

(Ωm, w) = (0.264+0.074
−0.096,−0.80+0.14

−0.16); see Fig. 7. This584

is consistent with a cosmological constant (within 2σ),585

although our data favor values for w slightly larger than586

−1.587

The w − Ωm contours from SN alone are highly non-588

Gaussian with a curved ‘banana’-shaped degeneracy.589

That means it is inefficient to cite a best-fit value for590

w or Ωm alone, as a small shift along the degeneracy591

direction can result in large shifts in the best-fit values.592

To solve this problem, in Camilleri et al. (in prep. 2024)593

we introduce a new parameter, QH(z) ≡ −ä/(aH2
0 ) ≡594

q(H/H0)
2. This combination of the deceleration param-595

eter q and the Friedmann equation H/H0 follows the596

curve of the degeneracy in the w−Ωm plane. Therefore,597

measuring QH(z) summarises the supernova informa-598

tion in a single, almost degeneracy-free value.7 One has599

7 Similar to the S8 parameter used in lensing studies to approxi-
mate σ8-Ωm constraints.

https://github.com/des-science/DES-SN5YR
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Table 2. Results for four different cosmological models, sorted into sections for different combinations of observational con-
straints. These are the medians of the marginalised posterior with 68.27% integrated uncertainties (‘cumulative’ option in
ChainConsumer). For each fit we also show the χ2 per degree of freedom as a measure of the goodness of fit.

Ωm Ωk w0 wa χ2/dof

DES-SN5YR (no external priors)

Flat-ΛCDM 0.352± 0.017 - - - 1649.2/1734=0.951

ΛCDM 0.291+0.063
−0.065 0.16± 0.16 - - 1648.3/1733=0.951

Flat-wCDM 0.264+0.074
−0.096 - −0.80+0.14

−0.16 - 1647.7/1733=0.951

Flat-w0waCDM 0.495+0.033
−0.043 - −0.36+0.36

−0.30 −8.8+3.7
−4.5 1641.1/1732=0.948

DES-SN5YR + Planck 2020

Flat-ΛCDM 0.338+0.016
−0.014 - - - 2236.7/2349=0.952

ΛCDM 0.359+0.014
−0.016 0.010± 0.005 - - 2230.5/2348=0.950

Flat-wCDM 0.337+0.013
−0.011 - −0.955+0.032

−0.037 - 2233.5/2348=0.951

Flat-w0waCDM 0.325+0.016
−0.012 - −0.73± 0.11 −1.17+0.55

−0.62 2230.9/2347=0.951

DES-SN5YR + SDSS BAO and DES Y3 3×2pt

Flat-ΛCDM 0.330+0.011
−0.010 - - - 2194/2212=0.992

ΛCDM 0.327+0.012
−0.011 0.030± 0.034 - - 2194/2211=0.992

Flat-wCDM 0.323+0.011
−0.010 - −0.922+0.035

−0.037 - 2188/2211=0.989

Flat-w0waCDM 0.334± 0.012 - −0.778+0.088
−0.080 −0.93+0.46

−0.53 2191/2210=0.992

DES-SN5YR + Planck 2020 + SDSS BAO and DES Y3 3×2pt

Flat-ΛCDM 0.315± 0.007 - - - 2791/2828=0.987

ΛCDM 0.327+0.026
−0.032 0.003+0.012

−0.013 - - 3210/2827=1.157

Flat-wCDM 0.321± 0.007 - −0.941± 0.026 - 2785/2827=0.985

Flat-w0waCDM 0.325± 0.008 - −0.773+0.075
−0.067 −0.83+0.33

−0.42 2782/2826=0.984
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Figure 7. Same as Fig. 6 but for Flat wCDM model. The
horizontal dotted line marks the equation of state values for
a cosmological constant, i.e. w = −1.

to choose the redshift at which one quotesQH(z), to best600

match the angle of the degeneracy for the redshift range601

of the sample. We findQH(z = 0.2) = −0.340±0.032 us-602

ing DES-SN5YR only (see Camilleri et al. in prep. 2024,603

for more details). This can be used to roughly approx-604

imate the DES-SN5YR results without the need for a605

full fit to the Hubble diagram.606

The degeneracy in the w − Ωm plane is broken607

when combining SNe with external probes. When608

combining with Planck, we measure (Ωm, w) =609

(0.337+0.013
−0.011,−0.955+0.032

−0.037), again within 2σ of a cosmo-610

logical constant. Planck alone provides only a loose611

constraint on the equation of state parameter of dark612

energy, wPlanck = −1.51+0.27
−0.18; combining with DES-613

SN5YR reduces the uncertainty significantly due to the614

different degeneracy direction, demonstrating the com-615

bined constraining power of these two complementary616

probes.617

When combining DES-SN5YR with BAO+DES3×2pt618

we find w =−0.922+0.035
−0.037, slightly over 2σ from the619

cosmological constant. This data combination demon-620

strates that these late-universe probes alone provide621

constraints that are consistent with – and of compara-622

ble constraining power to – the combination of SN and623

CMB data. The full combination of all data sets gives624

w =−0.941± 0.026.625

4.1.4. Flat-w0waCDM626
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Figure 8. Same as Fig. 6 but for w0waCDM model. The dashed crosshairs mark the equation of state values for a cosmological
constant, i.e. (w0, wa) = (−1, 0). The residuals between the DES-SN5YR best fit Flat-w0waCDM w.r.t. Flat-wCDM model are
presented in Fig. 4.

The best-fit Flat-w0waCDM model from DES-SN5YR627

alone is slightly over 2σ from a cosmological con-628

stant, marginally preferring a time-varying dark energy629

(Ωm, w0, wa) =(0.495+0.033
−0.043, −0.36+0.36

−0.30, −8.8+3.7
−4.5); see630

Fig. 8.631

When combining DES-SN5YR and the CMB, we find632

(Ωm, w0, wa) =(0.325+0.016
−0.012,−0.73 ± 0.11,−1.17+0.55

−0.62),633

which again deviates slightly from the cosmological con-634

stant. The same trend is seen when combining with635

BAO+DES3×2pt and with all data combined. The neg-636

ative wa means the dark energy equation of state param-637

eter is increasing with time (sometimes referred to as a638

“thawing” model).639

4.2. Goodness of fit and tension640

4.2.1. χ2 per degree of freedom641

To assess whether our best fits are good fits we calcu-642

late the χ2 per degree of freedom for all our dataset and643

model combinations; see the last column of Table 2.644

The χ2 we use for this test is the maximum likelihood645

of the entire parameter space, not the marginalised best646

fit for each parameter.647

The number of degrees of freedom is the number of648

data points minus the number of parameters that are649

common to all datasets (i.e., the cosmological parame-650

ters of interest). The number of data points added by651

the CMB, BAO, and DES3×2pt is respectively 615, 8,652

and 471. Due to our treatment of contamination (by653

inflating the uncertainties of SNe with a low PIa), we654

approximate the effective number of data points in the655

DES-SN5YR sample by
∑

PB(Ia) = 1735 (rather than656

the total number of data points, 1829).657

A good fit should have χ2/d.o.f.∼ 1.0. The slightly658

low χ2/d.o.f. for the DES-SN5YR data arises because659 ∑
PB(Ia) only approximates the number of degrees of660

freedom, and the same behaviour is also seen in simula-661

tions.662

4.2.2. Suspiciousness663
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Figure 9. Measurements of Suspiciousness between the
DES-SN5YR and Planck 2020 datasets for the four models
constrained in this paper. The further to the left indicates
higher tension where the shaded regions reflect “substantial”
(yellow) and “strong” (red) evidence of tension according to
Jeffreys’ scale (Jeffreys 1961). The values and uncertainties
represent the mean and standard deviation of realizations
estimating sample variance using the ANESTHETIC software.

Suspiciousness (Handley & Lemos 2019) is closely re-664

lated to the Bayes ratio, R,8 and can be used to as-665

sess whether different datasets are consistent. How-666

ever, while the Bayes ratio has been shown to be prior-667

dependent (Handley & Lemos 2019), with wider prior668

widths boosting the confidence, Suspiciousness is prior669

independent. Therefore, Suspiciousness is ideal for cases670

such as ours where we have chosen deliberately wide671

and uninformative priors (Lemos et al. 2021, Sec. 4.2).672

Jeffreys’ scale (Jeffreys 1961) suggests lnS < −2.5 is673

“strong” tension, −2.5 < ln S < −1.2 is “substantial”674

tension, and lnS > −1.2 indicates the datasets are in675

agreement.676

We determine lnS using the ANESTHETIC software677

(Handley 2019), which produces an ensemble of real-678

izations used to estimate sample variance. Results are679

then quoted using the mean of the ensemble, with the680

error bars reflecting the standard deviation.681

In Fig. 9 we plot the Suspiciousness values for682

the DES-SN5YR data vs Planck 2020 and vs683

BAO+DES3×2pt data. We find no indication of ten-684

sion for the four models investigated in this paper.685

4.3. Model Selection686

Finally, we use Bayesian Evidence to test whether the687

extra parameters in the more complex models we test are688

warranted, given the data. In Fig. 10, we present the dif-689

ference in the logarithm of the Bayesian Evidence, ∆(ln690

BE), relative to Flat-ΛCDM for the four different mod-691

8 Suspiciousness, S, is related to the Bayes ratio R and Bayesian
information I and is defined as lnS = lnR− ln I.

Model favoured 
compared to 
FlatΛCDM 

Model disfavoured 
compared to FlatΛCDM 

Figure 10. Bayesian Evidence difference relative to Flat-
ΛCDM (∆(ln BE)). We present the results for the four dif-
ferent models tested in this analysis and for the three combi-
nation of datasets used (DES only in cyan, DES+Planck in
blue, DES+BAO+DES3×2pt in orange). An increase (de-
crease) in ∆(ln BE) indicates that a model is disfavoured
(favoured) compared to Flat-ΛCDM.

els tested in this analysis and for the three combinations692

of datasets used in Fig. 10.693

To evaluate the strength of evidence when comparing694

Flat-ΛCDM with more complex models, we again use695

Jeffreys’ scale. This empirical scale suggests that ∆(ln696

BE)> 2.5 (and < −2.5) is moderate evidence against697

(in support of) the more complex model, whereas ∆(ln698

BE)> 5 (and < −5) is strong evidence against (in sup-699

port of) the more complex model (for a review of model700

selection in cosmology see Trotta 2008). We note that701

none of the datasets considered in this analysis strongly702

favours cosmological models beyond Flat-ΛCDM. The703

priors that we choose for model comparison are w ∈704

(−1.5,−0.5), wa ∈ (−10, 10) and Ωk ∈ (−0.5, 0.5). We705

consider these priors (which determine the penalty for706

more complex models) to be reasonable in terms of gen-707



14

eral considerations, such as avoiding universes that are708

younger than generally accepted stellar ages (see Section709

5.1.3). We also find the results to be consistent with the710

Akaike Information Criteria, another commonly used711

model comparator.712

5. DISCUSSION713

5.1. The big questions714

5.1.1. Is the expansion of the Universe accelerating?715

Twenty five years ago Riess et al. (1998) found 99.5%–716

99.9% (2.8σ to 3.9σ) evidence for an accelerating Uni-717

verse, by considering the deceleration parameter q ≡718

(aä)ȧ−2 and integrating over the likelihood that q0 < 0.719

Importantly they note that since q0 is measured at the720

present day but the data span a wide range of redshifts,721

q0 can only be measured within the context of a model,722

either cosmographic or physically motivated. They used723

the ΛCDM model, in which q0 = Ωm/2− ΩΛ.724

Doing the same with DES-SN5YR data gives725

99.99998% confidence (5.2σ) that q0 < 0 in ΛCDM, or726

a 2× 10−7 chance that the expansion of the Universe is727

not accelerating. As noted in Section 4.1.3, our confi-728

dence is even higher that the universe was accelerating729

at z ∼ 0.2. When we further assume flatness, the con-730

fidence in an accelerating Universe is overwhelming (no731

measurable likelihood for a decelerating Universe) and732

we find q0 =−0.530+0.018
−0.017. For more fits of q0 using a cos-733

mographic approach see Camilleri et al. (in prep. 2024).734

5.1.2. Is dark energy a cosmological constant?735

As seen in Sec 4.1, a cosmological constant is a good736

fit to our data, but not the best fit. Our best fit737

equation of state parameter is slightly (more than 1σ)738

higher than the cosmological constant value of w = −1739

(both for SNe alone and in combination with Planck740

or BAO+DES3×2pt). This agrees with the recent re-741

sult from the UNION3 compilation analyzed with the742

UNITY framework (Rubin et al. 2023). Pantheon+743

(Brout et al. 2022a) results were within 1σ of w = −1,744

but also on the high side (w = −0.90± 0.14).745

Furthermore, our analysis slightly prefers a time-746

varying dark energy equation of state parameter when747

we fit for w(a) such that the equation of state parame-748

ter increases with time (again for all data combinations),749

known as a “thawing” model. Model selection, however,750

is inconclusive.751

The constraints on time-varying w are enabled by the752

wide redshift range of the DES-SN5YR sample. Our753

analysis as described in Vincenzi & The Dark Energy754

Survey (2024) gives us confidence that systematic un-755

certainties in this data are below the level of our statis-756

tical precision. Nevertheless, it is important to recognise757

that (a) the low-z sample is the one for which we still758

have the least systematic control and (b) the very high-759

redshift SNe are the ones for which bias-corrections are760

large (> 0.1 mag) and more uncertain (e.g., accurate es-761

timation of spectroscopic redshift efficiency is more chal-762

lenging as we go to higher redshifts), and for which the763

uncertainties on the rest-frame UV part of the SN Ia764

spectral energy distribution have more impact on SN765

distances estimations (see also Brout et al. 2022a).766

To test whether our fits were being dominated by any767

particular redshift range we ran cosmological fits (a) re-768

moving low-z data (i.e., DES SNe alone) and (b) remov-769

ing high-z data (i.e. removing ∼ 80 SNe at z > 0.85,770

which we have only measured in two bands; see Fig. 2).771

Most of the cosmological results obtained with the sub-772

samples are consistent with the results found for the full773

sample. However, we found that removing the low-z774

sample shifts the contours in the Flat-wCDM slightly775

down, which would make the combined fits more con-776

sistent with w = −1. The Flat-w0waCDM results are777

stable to sub-sample selection.778

We showed in Vincenzi & The Dark Energy Survey779

(2024) that systematic uncertainties are sub-dominant780

to the statistical uncertainties in our sample. Never-781

theless, in the future a new low-redshift sample (see782

Sec. 5.3) would help alleviate any remaining doubt about783

calibration and systematics in the existing low-z sample,784

and an even higher-redshift supernova survey would help785

alleviate any modelling concerns by minimizing selection786

effects even at z ∼ 1.787

5.1.3. How old is the Universe?788

One of the issues that the discovery of dark energy789

solved is the age of the Universe (t0) problem – globu-790

lar cluster age estimates, in combination with high es-791

timates of H0, were inconsistent with models that were792

not accelerating (VandenBerg et al. 1996; Gratton et al.793

1997; Chaboyer et al. 1998).794

Our results, which favor a dark energy equation of795

state parameter slightly higher than w = −1 would im-796

ply that the age is slightly younger than the age found797

in a Universe where dark energy is a cosmological con-798

stant (for the same values of H0 and present dark energy799

density).800

To calculate the Universe’s age, one needs a value of801

H0 in addition to the best fit cosmological model. Since802

we do not constrain H0 in this analysis, we present our803

measurement of the combination H0t0. In other words,804

we give t0 in units of the Hubble time tH ≡ 1/H0.
9 Our805

9 If H0 = 68 km s−1Mpc−1, tH(68) = 14.38 Gyr.
If H0 = 73 km s−1Mpc−1, tH(73) = 13.40 Gyr.
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best-fit DES-SN5YR result in Flat-ΛCDM would have806

an age of (0.921± 0.013)tH . This is ∼ 3% younger than807

Planck (tPlanck
age = (0.950 ± 0.007)tH), corresponding to808

an age difference of approximately −0.4 Gyr. Our best809

fit Flat-w0waCDM model gives an age (0.86 ± 0.02)tH ,810

about 9% younger than the Flat-ΛCDM Planck result,811

corresponding to an age difference of approximately812

−1.3 Gyr. Such a young age is unlikely given the age of813

the oldest globular clusters (Valcin et al. 2020; Cimatti814

& Moresco 2023; Ying et al. 2023). In the future this815

could be used as a prior to limit the feasible range of816

time-varying dark energy.817

5.1.4. Does our best fit resolve the Hubble tension?818

As pointed out in Planck Collaboration (2020, their819

Sec. 5.4), the only basic extensions to the base Flat-820

ΛCDM model that resolve the H0 tension are those in821

which the dark energy equation of state is allowed to822

vary away from w = −1. In the wCDM model a phan-823

tom equation of state parameter of w ∼ −1.5 would824

help resolve the tension (Di Valentino et al. 2021, their825

Sec. 5.1), and it is clear from Fig. 7 that CMB alone ac-826

tually prefers w < −1. (In this model Planck alone827

does not constrain H0 very tightly, and they refrain828

from quoting a value, see Table 5 of Planck Collabo-829

ration (2020), but lower w correlates with higher H0.)830

However, the DES-SN5YR data shows a slight tendency831

for w > −1, essentially ruling out this solution within832

wCDM.833

5.2. Comparison with DES-SN3YR and Pantheon+834

It is informative to compare the results of the DES-835

SN3YR analysis (Dark Energy Survey Collaboration836

2019; Brout et al. 2019a) with the results of the DES-837

SN5YR analysis presented in this work. The DES-838

SN3YR analysis included 207 spectroscopically con-839

firmed SNe Ia from DES and 127 low-redshift SNe from840

CfA and CSP samples (see also Fig. 3). A fraction of841

those events is in common between both analyses (55842

from low-z external samples and 146 DES SNe).10843

However, the DES-SN3YR analysis differs from the844

analysis presented here in many aspects. The SN Ia in-845

trinsic scatter modelling has been significantly improved846

10 Not all events included in the DES-SN3YR analysis are included
in the DES-SN5YR analysis and vice-versa. This is due to the two
analyses implementing different sample cuts. For example the
z > 0.025 cut and the requirement for a host-galaxy redshift in
DES-SN5YR exclude respectively 44 and 29 low-z SNe that were
in the DES-SN3YR sample. DES-SN5YR also uses a new SALT
model (which affects the SALT-based cuts), and is restricted to
SNe that pass selection cuts across all systematic tests (see Table
4 in Vincenzi & The Dark Energy Survey 2024).
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Figure 11. Comparison between Hubble residuals for the
DES-SN3YR and DES-SN5YR analyses w.r.t. the best fit
Flat-wCDM for the DES-SN5YR analysis. Hubble residuals
are binned in redshift and we present the weighted mean
and standard deviation of the mean in each redshift bin. The
redshift range covered by the low-z sample is highlighted and
shown with thick dotted lines. The two DES samples are
consistent with each other. Note the DES-SN3YR analysis
only includes spectroscopically confirmed SNe whereas the
DES sample in the DES-SN5YR analysis consists entirely of
photometrically identified SNe Ia and extends to higher-z.

(from ‘G10’ and constant σint floor, to the more sophisti-847

cated modelling of intrinsic scatter introduced by Brout848

& Scolnic 2021; Popovic et al. 2023a), the BBC soft-849

ware has been updated (from BBC ‘5D’ and a binned850

approach, to BBC ‘4D’ and an unbinned approach),851

the x1 − M⋆ correlations have been incorporated into852

simulations (following the work by Smith et al. 2020b;853

Popovic et al. 2021), and the light-curve fitting model854

has been updated from the SALT2 model to the SALT3855

model (see Taylor et al. 2023, for a comparison between856

SALT2 and SALT3 using the DES-SN3YR sample). Fi-857

nally, the DES-SN3YR analysis did not require machine-858

learning classification and the implementation of the859

BEAMS approach because it is a sample of spectroscop-860

ically selected SNe Ia. We compare the final SN dis-861

tances in Fig. 11 and find consistent results (differences862

in binned distances are on average 0.02 mag, even in the863

redshift ranges where contamination is expected to be864

high). The cosmological results from DES-SN3YR and865

DES-SN5YR are fully consistent within uncertainties866

(when assuming Flat-ΛCDM, ΩM are 0.331± 0.038 and867

0.352± 0.017 for DES-SN3YR and DES-SN5YR respec-868

tively, while when assuming Flat-wCDM and including869

CMB priors, w are −0.978± 0.059 and −0.955+0.032
−0.037).870

The other main dataset we can compare to is Pan-871

theon+, which contains a significant amount of indepen-872

dent data (all the high-z data). The DES sample is on873

average much higher redshift than the Pantheon+ sam-874

ple (see Fig. 3), with over a quarter of the DES-SN5YR875

sample being at high enough redshift (z ≳ 0.64) to probe876
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Figure 12. Constraints in Flat-wCDM from the DES-
SN5YR sample, the Pantheon+ sample (with and without
CMB priors), and the Amalgame sample. The constrain-
ing power of the DES-SN5YR and Pantheon+ samples is
comparable and consistent, despite Pantheon+ being a spec-
troscopic SN Ia sample combining 17 different surveys. The
‘Amalgame’ sample includes the SDSS and PS1 photometric
SN samples (> 1700 intermediate-redshift and high-redshift
SNe), however it does not include a low-z anchoring sample
(hence the larger contours). DES-SN5YR and Pantheon+
are also combined with CMB constraints (for both we use
the Planck lite Python implementation presented by Prince
& Dunkley 2019). The horizontal dotted line marks the equa-
tion of state values for a cosmological constant.

the likely decelerating11 period of the Universe (com-877

pared to 6% in Pantheon+). We show a comparison of878

the contours in Fig. 12. We find very similar constrain-879

ing power between Pantheon+ and DES-SN5YR, and880

the DES-SN5YR value of w is within 1σ of Pantheon+881

(Brout et al. 2022a). These analyses are not fully in-882

dependent as a fraction of the low-z sample is shared.883

However, all of the high-z dataset is independent, and884

DES is a photometric sample while Pantheon+ is fully885

spectroscopic. The constraints on w are similar between886

DES and Pantheon+ as DES high-z has better precision887

per SN than Pantheon+ and has significantly higher sta-888

tistical power at z > 0.4 (see Fig. 3), but Pantheon+889

used 2× more low-redshift SNe (which we do not in-890

11 The redshift the redshift at which the Universe began accelerating
in ΛCDM is zacc = (2ΩΛ/Ωm)1/3 − 1.

clude in order to be able to better control systematic891

uncertainties).892

5.3. DES and Next Generation Supernova Samples893

This analysis has shown that moving from a spectro-894

scopically confirmed sample as done in Dark Energy Sur-895

vey Collaboration (2019) to a photometric sample can896

increase the sample size of well-measured supernovae897

significantly (from 207 DES SNe Ia in DES-SN3YR to898

> 1600 in DES-5YR), consistent with an analysis of899

Pan-STARRS SNe in Jones et al. (2018). This improve-900

ment arises because photometric classification alleviates901

the bottleneck of limited spectroscopic resources. The902

improvement will increase for future surveys as more903

candidates are discovered, but the available time for904

spectroscopy does not increase commensurately. Impor-905

tantly, the work of Vincenzi & The Dark Energy Survey906

(2024) shows that systematic uncertainties due to photo-907

metric classification are not limiting. Instead, the ‘con-908

ventional’ systematics of calibration and modeling the909

intrinsic scatter remain the most significant challenges.910

There is potential for further increase of the statistical911

power of the DES sample if one moves to using SNe912

in which a host galaxy spectroscopic redshift was not913

acquired and instead relies on photometric redshifts of914

the SNe and the galaxy. This path was explored by915

Chen et al. (2022) for a subset of DES SNe, namely916

ones that occur in redMaGiC galaxies, and has been917

explored as well for SuperNova Legacy Survey (SNLS,918

Ruhlmann-Kleider et al. 2022) and the Vera C. Rubin919

Observatory Legacy Survey of Space and Time (LSST)920

in Mitra et al. (2023). These analyses show that the use921

of photo-zs do not introduce systematic uncertainties922

to a scale similar to the statistical uncertainties. This923

potential is highlighted by the ≈ 2400 SNe Ia identified924

without host galaxy spectroscopic redshift in DES that925

could be used for this type of analysis (Möller & the926

DES Collaboration in prep. 2024).927

The DES supernova survey was supported by the 6-928

year OzDES survey on the Anglo-Australian Telescope929

(described in Lidman et al. 2020), which took multi-fibre930

observations of host galaxies to acquire redshifts of host931

galaxies of SNe. The total investment of this program932

was 100 nights, and for roughly 75% of the targeted host933

galaxies a spectroscopic redshift has been secured. This934

program was fortuitous as the cameras for OzDES and935

DECam have a nearly identical field-of-view. It would936

be difficult to imagine the resources needed to reproduce937

this joint program for LSST, which will find millions938

of SNe across 18,000 square degrees (Ivezić et al. 2019;939

Sánchez et al. 2022) (compared to the 27 square degrees940

of DES SNe).941
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As statistical precision continues to improve thanks942

to the increased number of supernovae, a main theme943

for systematic analysis is second-order relations between944

different systematics. Typically, systematics are treated945

independently when building the covariance matrix. We946

have implemented a method to account for calibration947

systematics along with light-curve model systematics to-948

gether, but this is currently the only joint exercise. This949

type of work will grow in importance. For example,950

while photometric classification does not directly cause951

a large increase in the error budget, it hinders the abil-952

ity to constrain the intrinsic scatter model preferred by953

the data. Potentially, if LSST and other surveys such as954

those enabled by the Nancy Grace Roman Space Tele-955

scope have enough supernovae (Rose et al. 2021), the956

dataset will be large enough to enable a forward model-957

ing approach such as the Approximate Bayesian Compu-958

tation method introduced in Jennings et al. (2016) and959

worked on in Armstrong et al. (in prep), which could960

vary all systematics, nuisance, and cosmological param-961

eters at the same time to compare against the data.962

Furthermore, as discussed in Section 5.1.2, modeling963

of the low-z sample remains a source of systematic un-964

certainty. This sample comes from a multitude of sur-965

veys, even though we have removed many of the older966

inhomogeneous sources compared to analyses like Pan-967

theon+. In the near future, we expect additions from968

Zwicky Transient Factory (Smith et al. in prep. 2024),969

Young Supernova Experiment (Jones et al. 2021; Aleo970

et al. 2023), and Dark Energy Bedrock All-sky Super-971

nova Survey (DEBASS, PI: Brout) to improve low-z con-972

straints of the SN Hubble Diagram, given their improved973

calibration and better understood selection function.12974

DEBASS will be particularly fruitful as it is a low-975

redshift sample taken with DECam, so a single calibra-976

tion will be used for the full sample of DEBASS+DES,977

similar to the work for PS1 in Jones et al. (2019). Us-978

ing simulations, we estimate that quadrupling the size979

of our low-z sample (from ∼ 200 to ∼ 800 SNe expected980

from this next generation of low-z SN surveys) could al-981

low us to reduce uncertainties on w by ∼ 30 per cent982

(for a FlatwCDM model, using SN data alone).983

Lastly, we note that while LSST and Roman may help984

improve a number of these issues, the first data release is985

still > 3 years away. We encourage work with the DES-986

SN sample as presented here, combined with other sam-987

ples, including the UNION3 compilation (Rubin et al.988

2023), which appeared while this paper was under inter-989

12 These upcoming low-z surveys are magnitude-limited rather than
targeted, therefore they provide SN samples with a well defined
selection function.

nal review. Popovic et al. (2023b) recently showed the990

ability to combine separate photometric samples (PS1991

and SDSS) into the Amalgame sample (also shown in992

Fig. 12, and a similar analysis can be done by combining993

DES with these. It is reasonable to expect that with new994

low-redshift samples, and combination of high-redshift995

photometric samples, a sample with> 5000 likely SNe Ia996

can be compiled in the very near future.997

6. CONCLUSIONS998

The DES Supernova survey stands as a groundbreak-999

ing milestone in SN cosmology. With a single survey,1000

we effectively tripled the number of observed SNe Ia at1001

z > 0.2 and quintupled the number beyond z > 0.5.1002

Here we present the unblinded cosmological results, and1003

in companion papers make public the calibrated light1004

curves and Hubble diagram from the full sample of DES1005

Type Ia supernovae (Sánchez in prep. 2024; Vincenzi &1006

The Dark Energy Survey 2024).1007

After combining the 1635 DES SNe (of which 14991008

have a probability > 0.5 of being a SN Ia) with 194 ex-1009

isting low-z SNe Ia we present final cosmological results1010

for four variants on ΛCDM cosmology, as summarised1011

in Table 2.1012

The standard Flat-ΛCDM cosmological model is a1013

good fit to our data. When fitting DES-SN5YR alone1014

and allowing for a time-varying dark energy we do see1015

a slight preference for a dark energy equation of state1016

that becomes more positive with time (wa < 0) but this1017

is only at the ∼ 2σ level, and Bayesian Evidence ratios1018

do not strongly prefer the Flat-w0waCDM cosmology.1019

We find differences with the cosmological results from1020

the CMB as measured by Planck Collaboration (2020),1021

but are consistent within ∼ 2σ in all models tested and1022

the Suspiciousness statistic indicates that these datasets1023

are in agreement.1024

Critically, the DES-SN5YR analysis shown here1025

demonstrates that contamination due to SN classifica-1026

tion and host-galaxy matching is not a limiting system-1027

atic for SN cosmology; this opens the path for a new era1028

of cosmological measurements using SN samples that are1029

not limited by live spectroscopic follow-up of SNe. In-1030

stead, our analysis shows the SN community that there1031

are other factors that will be crucial for the success of1032

future SN experiments: the necessity for a high-quality1033

low-redshift sample, the necessity for a robust UV and1034

NIR extension of light-curve fitting models, the necessity1035

for an excellent control of selection effects both across1036

the entire redshift range, and the necessity for an im-1037

provement in our understanding of SN Ia intrinsic scat-1038

ter properties and the role played by interstellar dust.1039
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Future work will conclude the Dark Energy Survey by1040

combining these supernova results with the other three1041

pillars of DES cosmology, namely baryon acoustic oscil-1042

lations, galaxy clustering, and weak lensing.1043
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APPENDIX1163

A. DATA RELEASE AND HOW TO USE THE DES-SN5YR DATA1164

All the input/output files necessary to reproduce our analysis and the outputs of our analysis pipeline are available1165

on GitHub (https://github.com/des-science/DES-SN5YR).1166

The entire DES-SN5YR analysis used the SuperNova ANAlysis software (SNANA, Kessler et al. 2009),13 integrated1167

in the pippin pipeline framework (Hinton & Brout 2020).14 Both software packages are open-source and publicly1168

available.1169

We release the pippin input files necessary to (i) generate and fit all the simulations used in the analysis (both the1170

large “biasCor” simulations to calculate bias corrections, and the DES-SN5YR-like simulated samples to validate the1171

analysis); (ii) reproduce the full cosmological analysis, from light-curve fitting to photometric classification, distance1172

estimates and cosmological fitting. Auxiliary files are also available within the SNANA library.151173

The various (intermediate and final) outputs of our analysis pipeline are also provided at https://github.com/1174

des-science/DES-SN5YR. This includes (i) light-curve fitted parameters, (ii) light-curve classification results, (iii)1175

the final Hubble diagram and associated uncertainties covariance matrices, and (iv) the cosmology chains.1176
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